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INTRODUCTION
We live in an era where rapid developments in the economics and capabilities 
of digital surveillance prompt an array of challenges to many of our most 
dearly held human rights:

world can, and often do, inexpensively and invisibly collect and ana-
lyse every citizen’s interactions—even down to their address books, 
documents, and conversations—with family, friends, and colleagues?

-
ond-by-second communications and physical locations of entire 
populations are harvested and stored from data emitted by mobile 
phones?

every time we watch a challenging news item, read a controversial 
document, or browse a notorious author’s work, a digital record is 
made—itself to be watched, read, and browsed by the machinery, 
algorithms, and agents of the state?

Above all, how will our human rights be preserved in the digital age when so 
many of our everyday actions, political activities, and communications now 
emit a continuous stream of revealing information, with few legal or techno-
logical constraints on monitoring, gathering, analysis, and use against us by 
the government?   

These questions and ongoing concerns arising from surveillance techniques 
were the jumping off point for the drafting of the International Principles on 
the Application of Human Rights to Communication Surveillance that ex-
plain how international human rights law applies in the context of communi-
cation surveillance.1 The principles are therefore firmly rooted in established 
international human rights law and jurisprudence. The more recent string of 
Snowden revelations have demonstrated precisely how far human rights can 
be eroded if technologically-driven challenges are not addressed.
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The main purpose of what became the 13 Necessary and Proportionate  
Principles (hereafter “the Principles”)2 was to provide civil society groups, 
states, the courts, legislative and regulatory bodies, industry, and others with 
a framework to evaluate whether current or proposed surveillance laws and 
practices around the world are compatible with human rights. In the post-
Snowden era, the urgent need to revise and adopt national surveillance laws 
and practices that comply with the Principles and to ensure cross-border pri-
vacy protections has become clear.

At the same time, one of the major concerns driving the Principles was to 
keep the application of the law up-to-date with the latest technological devel-
opments and to ensure that key protections built up over many years in the 
pre-digital era would remain strong.  It is inevitable that established human 
rights law does not deal precisely with changes in technology over time. Our 
aim was to identify key principles that support robust protection of actual 
human rights in a digital age. For this reason, not all of the specific approach-
es we suggest have been formally or explicitly endorsed by international bod-
ies for the protection of human rights.

The Principles have been signed by 400 organizations and 350,000 individ-
uals throughout the world, and endorsed by the UK’s Liberal Democratic 
Conference, as well as European, Canadian, and German Parliamentarians.3 
The Principles have been cited by the United States’ President Review Group 
on Intelligence and Communications Technologies report,4 the Inter-Ameri-
can Commission on Human Rights report,5 and others.6

In this document, the Electronic Frontier Foundation and ARTICLE 19 ex-
plain the legal or conceptual basis for the specific Principles.7 Our paper is 
divided into three parts. Part one addresses questions relating to the Princi-
ples’ scope of application. Part two introduces key definitions and concepts, 
namely the concept of “protected information” in contrast with traditional 
categorical approaches to data protection and privacy and a definition of 
“communications surveillance.” Part three explains the legal and conceptual 
basis of each Principle. It begins by setting out the basic human rights frame-
work underpinning the rights to privacy, freedom of expression, and freedom 
of association. It then elaborates on the legal underpinning for each of the 
Principles with reference to the case law and views of a range of 
international 
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human rights bodies and experts, such as UN special rapporteurs. We try to 
be clear about when our conclusions are based on firmly established law, and 
when we are suggesting new specific practices based on principles fundamen-
tal to human rights.

Scope: 
ExTRA-TERRITORIAL APPLICATION OF hUMAN 
RIghTS TREATIES

One of the most disturbing aspects of the Snowden revelations was the ex-
tent of cooperation and intelligence-sharing between the NSA, GCHQ, and 
other Five Eyes partners, in which material gathered under one country’s sur-
veillance regime was readily shared with the others. Together, each of the Five 
Eyes (United States, United Kingdom, Canada, Australia, and New Zea-
land) are strategically located to spy on much of the world’s communications 
as they transit through or are stored in their various respective territories. 
The foreign intelligence agencies of these nations have constructed a web of 
inter-operability at the technical and operational levels that spans the glob-
al communications network. In addition, non-Five Eyes intelligence-sharing 
arrangements exist, as well as broader cooperation—between primarily law 
enforcement agencies—through more formalised arrangements, including 
the Mutual Legal Assistance Treaties (MLATs).

International cooperation between governments also raises questions as to 
how and when states may be liable under national and international law for 
their surveillance activities, which may have an impact far beyond their own 
borders. One issue is the extent to which states can be “extraterritorially” ac-
countable for their human rights violations overseas, e.g. the surveillance of 
private communications in other countries. It is important to bear in mind, 
however, that current technology makes it possible for states to monitor a 
great deal of international traffic from within the confines of their own bor-
ders. It is therefore important to refer briefly to the issue of jurisdiction under 
international human rights law and the different ways that a state may be 
held responsible for its actions, even where the effects are felt beyond its bor-
ders.8 Our discussion of Principle 12, below, provides further examination of 
this issue within the specific context of MLATs.
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A core problem arises when overly narrow territorial limitations on human 
rights protections are relied upon, as these rapidly become meaningless when 
applied to highly integrated global communications networks. Historically, 
practical limitations heavily impeded the extent to which a government could 
operate to clandestinely access the communications of individuals in another 
country. Where this could occur, affected individuals could theoretically rely 
on the protections of their home state as such surveillance activities would 
necessarily require intrusion on another state’s sovereignty and violation of 
its domestic laws. However, the nature of digital networks, which rely on 
borderless routing and storage for their efficiency and robustness, permits 
states to intercept vast amounts of foreign information from the comfort of 
their territorial homes. Accompanying this new technical capacity is a post-
9/11 shift in focus that places all individuals—as opposed to foreign powers 
and states—at the focus of the formidable surveillance powers and resources 
of foreign intelligence agencies. The combination of these factors has led to 
a situation where the privacy rights of foreigners are frequently invaded to 
significant and substantial degrees by foreign intelligence agencies.9 Final-
ly, whereas foreign intelligence agencies are often provided with significant 
latitude to spy on the communications of foreigners,10 the highly integrated 
nature of communications networks has led many of these agencies to sweep 
up all data indiscriminately, citing difficulties between distinguishing foreign 
and domestic communications as a justification.11

In summary, governments may carry out surveillance both within and beyond 
their own borders. However, the domestic legal framework of most countries 
typically gives much greater protection to the privacy rights of citizens as 
opposed to non-citizens and non-residents. As a result, many governments 
routinely engage in bulk surveillance of international communications with 
very little regard for the privacy of those communications, possibly in the 
mistaken belief that their legal obligations only extend as far as their own cit-
izens or residents. Even more problematically, it appears that countries seek 
intelligence-sharing arrangements with other countries in order to obtain 
surveillance material concerning their own citizens that they could not ob-
tain under their domestic legal framework. However, as elaborated below, the 
enjoyment of fundamental rights is not limited to citizens of particular states 
but includes all individuals, regardless of nationality or statelessness, such as 
asylum seekers, refugees, migrant workers, and other persons who may find 
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themselves in a territory or subject to the jurisdiction of a State.12 In addition, 
all persons are also equal before the law and consequently, they are entitled, 
without discrimination, to equal protection of the law.13

In light of this, the Preamble to the Principles, in the Scope of Application 
section, expressly provides that the Principles “apply to surveillance conduct-
ed within a State or extraterritorially.” This reflects the requirement under 
international human rights law that states must respect the rights of all per-
sons without distinction or discrimination, either to “everyone within their 
territory or jurisdiction” or simply “within their jurisdiction” or “subject to 
their jurisdiction.”14

It is important to be clear, however, that the obligation of states to respect 
the rights of persons within their “jurisdiction” is not limited to the rights 
of persons physically in their territory. In the case of Bosphorus v. Ireland,15 
for instance, the European Court of Human Rights held that the Irish gov-
ernment’s decision to impound a plane in Dublin that belonged to a Turkish 
company was sufficient to bring the Turkish company within the jurisdiction 
of the Republic of Ireland for the purposes of the proceedings.

The same principle has also been applied in cases involving surveillance. In 
the 2008 case of Liberty and others v. United Kingdom,16 two Irish NGOs 
had complained about the monitoring of their private communications by 
the British government by way of its Electronic Test Facility at Capenhurst in 
Cheshire, England—a facility able to monitor 10,000 simultaneous conver-
sations between Ireland and Europe. In that case, the Grand Chamber of the 
ECHR found a violation of the Irish NGO’s right to privacy under Article 8 
ECHR notwithstanding that neither of the NGOs were physically present 
in the territory of the United Kingdom. In an earlier admissibility decision in 
Weber and Savaria v. Germany,17 the ECHR was similarly prepared to con-
sider the complaints of two residents of Uruguay against monitoring of their 
telecommunications by the German government.18

The common thread in each of these cases is that the surveillance in question 
was being carried out within the territory of the state in question, even if the 
subjects of the surveillance were not. The duty owed by the state under in-
ternational human rights law to respect the rights of all persons within their 
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territory or jurisdiction therefore includes persons physically outside the state 
but whose rights are interfered with by the state’s actions within its borders.

It is also important to bear in mind that territorial jurisdiction may arise not 
only on the basis of the physical location of where the surveillance of the 
private communication took place, but also where the data was processed. In 
other words, even if the British government had captured the private phone 
calls of the Irish NGOs from a facility located outside the United Kingdom, 
for example, its territorial jurisdiction would still be engaged if the data from 
the phone calls were processed by government agencies inside the UK.

Even if the surveillance was carried out by the state outside its own territory, how-
ever, it would still be responsible for violations of human rights in those places 
where it had authority or effective control. As the UN Human Rights Commit-
tee held in Lopez Burgos v. Uruguay and Celiberti de Casariego v. Uruguay:19

States Parties are required by Article 2, paragraph 1, to respect and 
to ensure the Covenant rights to all persons who may be within their 
territory and to all persons subject to their jurisdiction. This means 
that a State Party must respect and ensure the rights laid down in 
the Covenant to anyone within the power or effective control of that 
State Party, even if not situated within the territory of the State Party.

The European Court of Human Rights has similarly held that:20

...In exceptional circumstances the acts of Contracting States 
performed outside their territory or which produce effects there 
(“extra-territorial act”) may amount to exercise by them of their ju-
risdiction within the meaning of Article 1 of the Convention.

Some governments, most notably the US and Israel, have denied that their 
obligations under the ICCPR extend to responsibility for actions undertaken 
outside their territory.21 In the context of the discussions on the Draft UN 
General Assembly Resolution on Privacy in the Digital Age—submitted in 
response to the Snowden revelations—a briefing note was leaked that con-
firmed that the USA continues to take the position that it is not under any 
legal duty to comply with Article 17 ICCPR (privacy) outside its own geo-
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graphical territory.  Indeed, it considered this to be a “redline” which it will not 
cross. Its very first instruction was that the US negotiators should:22

Clarify that references to privacy rights are referring explicitly to 
States’ obligations under ICCPR and remove suggestion that such ob-
ligations apply extra-territorially. [Emphasis added]

The position of the United States regarding the inapplicability of the Cove-
nant to its extraterritorial activities was harshly criticised by the UN Human 
Rights Committee at its 110th session.23 As the Committee remarked:

“Would the delegation recognize that the United States’ position 
on extraterritorial activities allowed the United States to commit 
violations everywhere except in their own territory?   The non- 
applicability of the Covenant to extraterritorial activities led to im-
punity and rights violations. If all States were to share that interpre-
tation, there would be no protection of rights at all.”

As is clear from the discussion above, this retrograde US view of its obliga-
tions under the ICCPR is plainly at odds with international human rights 
law.24 This was recognized by the United Nations General Assembly, which 
ultimately rejected the suggested US redlines and explicitly acknowledged in 
a recital that extra-territorial surveillance raises human rights concerns:

Deeply concerned at the negative impact that surveillance and/or 
interception of communications, including extraterritorial surveil-
lance and/or interception of communications, as well as the collec-
tion of personal data, in particular when carried out on a mass scale, 
may have on the exercise and enjoyment of human rights;25

Whether as a matter of extra-territorial jurisdiction or by way of a straight-
forward application of the principles of territorial jurisdiction, it is clear that 
states cannot evade their obligation to respect the privacy of communications 
by reference to either the nationality of the participants or their physical lo-
cation. For this reason, the Principles make explicit the need of states to act in 
a non-discriminatory manner, without regard to such factors as race, colour, 
sex, language, religion, political or other opinion, national or social origin, 
property, birth, or other status.
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DEFINITIONS:
“PROTECTED  INFORMATION” &  
“COMMUNICATIONS SURVEILLANCE”

The Principles address two core definitional issues that have raised spe-
cific challenges in the application of human rights protections to tech-
nologically advanced communications surveillance. The first relates to 
what types of information are protected. There has been a tendency in 
state surveillance practices to treat certain types of data as less worthy of 
protection, based on artificial analogies that predate the advent of digital 
networks in spite of the highly revealing and sensitive nature of the data. 
The Principles address this by defining “protected information” to in-
clude these categories of information and properly recognize the human 
rights implications that arise when they are interfered with. Secondly, 
technological developments have allowed state entities to monitor, ana-
lyze, collect, and store mass amounts of information indefinitely. Since 
these activities can be conducted without an individual “looking” at spe-
cific information directly, some have argued that no or limited privacy 
interests are engaged. However, these surveillance activities dramatically 
impact the privacy of individuals and, in effect, make significant amounts 
of information available that would not otherwise have been. Moreover, 
the legal premise for these distinctions is dubious. As such, the Princi-
ples define “communications surveillance” broadly to encompass a broad 
range of activity that implicates the privacy and expressive value inherent 
in communications networks. 

PROTECTED INFORMATION
In just a few years, communications technology has undergone unprece-
dented changes, as has the use of those technologies by people around the 
world. At the same time, much of the existing legislation and case law dealing 
with safeguards against intrusive surveillance were developed several decades 
ago—in the days when telephone calls were still operated by pulse dialling 
and personal computers were a rarity.

Instead of maintaining out-dated concepts and categories from a pre-digital 
era, the Principles have been drafted to reflect the way in which data is now 
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routinely stored and shared by both public and private bodies, and to provide 
a level of protection that matches the reality of the harms that can result 
when data is improperly accessed by the State.

In particular, the Principles use the term “protected information” to refer to 
information (including data) that ought to be fully and robustly protected, 
even if the information is not currently protected by law, is only partially pro-
tected by law, or is accorded lower levels of protection. The intention, how-
ever, is not to make a new category that itself will grow stale over time, but 
rather to ensure that the focus is and remains the capability of the informa-
tion, alone or when combined with other information, to reveal private facts 
about a person or her correspondents. As such, the Principles adopt a singu-
lar and all-encompassing definition that includes any information relating to 
a person’s communications that is not readily available to the general public.

While courts have recently begun resisting this approach, there has been a 
long-standing distinction in North American, European, and some Asian 
and Latin American laws between the “content” of a message (the actual mes-
sage), the “communications data” or “metadata” (such as information about 
who sent a message to whom and when or where the message was sent),26 and 
“subscriber data” (data regarding the owner of an account involved in a com-
munication).27 Following this distinction, North American, European, and 
some Asian and Latin American laws have traditionally afforded the content 
of a person’s communication much greater protection from interference than 
any data relating to that communication. Unsurprisingly, this distinction was 
based on the traditional model of the postal service, which distinguishes be-
tween the information written on the envelope and the contents of the en-
velope (indeed, “envelope data” is a frequent synonym for “communications 
data” or “metadata”). This old-fashioned distinction is, however, frequently 
rendered meaningless by modern interception methods; unlike conventional 
postal mail; for example, the interception of e-mail involves making both the 
content and the metadata instantly accessible to the agency carrying out the 
interception. Moreover, metadata is now stored in digital formats by service 
providers and can be acquired en masse through production orders in ways 
that had no postal service equivalent.28 Additionally, there is no “postal” com-
parator for the significant amount of anonymous online activity that can be 
linked to an individual when subscriber information is revealed to the state.29
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These distinctions were adopted as a kind of rough proxy for privacy—the idea 
that merely knowing who a single envelope went to at a single point of time 
was not as revealing as the content of the letter. Yet, the increasing wealth of 
metadata, and the techniques for aggregating and analysing it, means that even 
“mere metadata” is capable of revealing far more about an individual’s activities 
or thoughts than was the case thirty or forty years ago. This is due in part to the 
increasing amount and scope of data collected: In the early 1980s, for instance, 
when the European Court of Human Rights first heard a complaint about 
the use of phone metering30 to collect details of a suspect’s telephone calls, the 
only information that was recorded was the telephone numbers called and the 
length of the phone calls. In the present day, state agencies seek to collect not 
only the identities of the callers, but also their billing data, addresses, credit card 
details, the make and model of the phones used, and geo-location data of their 
physical movements. In the case of Internet browsing, a simple URL typed into 
an Internet browser (which would constitute “metadata” rather than content in 
certain jurisdictions),31 can easily be as revealing—and sometimes even more 
revealing—than the actual content of the webpage.32 Likewise, identifying the 
owner of an IP address, mobile device identifier or an email’s IP address, a mo-
bile subscriber identifier (IMSE), or an email address can be highly revealing 
in an ecosystem where individuals leave their electronic footprints behind in all 
their digital interactions. In this way, metadata can be a “proxy for content.”33 
In addition, people simply use communications technologies more often today 
than they did when most communications were via paper letters. Finally, and 
equally as important, the government’s ability to gather much more of this data, 
over a longer period of time, and organise this data using modern surveillance 
techniques allows an intimate portrait of a person’s life to be quickly and easily 
created from simple metadata.

The relative lack of protection afforded to a person’s metadata historically is 
particularly evident under US constitutional law—although more recently 
courts in the United States and elsewhere are increasingly recognizing the 
inapplicability of this distinction to modern communications. Although the 
Fourth Amendment protects the content of a person’s communications with 
others,34 and while no definitive decision has yet been reached by the courts 
with regard to mass surveillance like that at issue in post-9/11 NSA prac-
tices, US courts have held that no Fourth Amendment protection applies 
to information that a person “voluntarily” shares with others (the so-
called 
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“third party doctrine”), including the details of their phone records held by 
the phone company:35

Telephone users...typically know that they must convey numerical 
information to the phone company; that the phone company has fa-
cilities for recording this information; and that the phone company 
does in fact record this information for a variety of legitimate busi-
ness purposes. Although subjective expectations cannot be scientif-
ically gauged, it is too much to believe that telephone subscribers, 
under these circumstances, harbour any general expectation that 
the numbers they dial will remain secret.

With each subsequent advance in communications technology, the conclu-
sion of the US courts that there is no expectation of privacy in phone re-
cords has been extended to other forms of communications. In the 2008 case 
of United States v. Forrester, 512 F.3d 500, for instance, the Ninth Circuit 
Court of Appeals held that:

e-mail and Internet users have no expectation of privacy in the to/
from addresses of their messages or the IP addresses of the websites
they visit because they should know that this information is provid-
ed to and used by Internet service providers for the specific purpose
of directing the routing of information.

In the recent Supreme Court case of United States v. Jones, 132 S. Ct. 949 
(2012), however, Justice Sotomayor seemed to be willing to consider chang-
ing this approach. As she put it, with references to other cases:

I would not assume that all information voluntarily disclosed to 
some member of the public for a limited purpose is, for that rea-
son alone, disentitled to Fourth Amendment protection. See Smith, 
442 U. S. at 749 (“Privacy is not a discrete commodity, possessed 
absolutely or not at all. Those who disclose certain facts to a bank 
or phone company for a limited business purpose need not assume 
that this information will be released to other persons for other 
purposes.”); see also Katz, 389 U. S. at 351–352 (“[W]hat [a per-
son] seeks to preserve as private, even in an area accessible to the 
public, may be constitutionally protected.”).
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This view has not yet been adopted by the Supreme Court, since the Jones  
case was decided on other grounds. It was, however, also recently questioned 
by the United States President’s Review Group in its report on Intelligence 
Communications Technologies.36

As US courts have yet to recognize constitutional protections, metadata is 
currently protected primarily through legislative regimes such as the Pen 
Register Statute,37 which affords such data less protection than “content.” 
This, in turn, has inspired similar statutes in other countries, such as in Korea 
where acquisition of metadata is conditioned upon court approval.38

In contrast, the European Court of Human Rights has recognised communi-
cations data as “an integral element” of a private communication and therefore 
enjoys a degree of protection under the right to privacy under Article 8 of the 
European Convention on Human Rights (ECHR), albeit less than that afford-
ed to the content of a communication.39 Other kinds of personal data (includ-
ing non-communications data) are also afforded protection under European 
data protection legislation40 and Article 8 of the EU Charter of Fundamental 
Rights specifically provides that everyone has the right to the protection of his 
or her personal data, which should, in principle, extend to metadata and sub-
scriber information. Encouragingly, the Grand Chamber of the Court of Jus-
tice of the European Union very recently rejected the argument that “metadata” 
should attract less protection than the “content” of communications within the 
context of Article 7 of the EU Charter of Fundamental Rights.41 At the same 
time, it is clear that the European law in this area also suffers from some serious 
problems: first, as noted above, the longstanding distinction between metadata 
or communications data, on the one hand, and the content of communications, 
on the other, is being eroded by technological changes; second, it is unclear to 
what extent the protections afforded to communications data under Article 8 
ECHR, and that provided to other kinds of personal data under data protec-
tion legislation, overlap with one another. This is particularly problematic, given 
that European human rights law and EU data protection law are each capable 
of protecting the same information in very different ways, and are subject to 
very different exceptions.42

In light of these problems, it is clear that existing distinctions between metadata 
and content are no longer sound and that a fresh approach is necessary in 
order 
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to protect individual privacy in a digital age. The Principles therefore proceed 
on the basis that all information relating to a person’s private communications 
should be considered to be “protected information,” and should accordingly be 
given the strongest legal protection. To the extent that it is necessary to provide 
further levels of protection in particular cases, this should depend on the nature 
of the intrusion in the particular context, rather than by reference to abstract 
categories and archaic definitions.

COMMUNICATIONS SURVEILLANCE
In the wake of the Snowden revelations, various governments have more aggres-
sively sought to defend their activities by distinguishing between the automated 
collection and scanning of private communications, on the one hand, and the 
actual scrutiny of those communications by human beings, on the other. Some 
officials have suggested that if information is merely collected and kept but not 
looked at by humans, no privacy invasion has occurred. Others argue that com-
puters analysing all communications in real-time for key words and other selec-
tors is not “surveillance” for purposes of triggering legal protections.

International human rights law, however, makes clear that the collection 
and retention of communications data amounts to an interference with the 
right to privacy, whether or not the data is subsequently accessed or used 
by government officials. In S and Marper v. United Kingdom, for instance, 
the Grand Chamber of the European Court of Human Rights held that “the 
mere retention and storing of personal data by public authorities, however 
obtained, are to be regarded as having direct impact on the private-life in-
terest of an individual concerned, irrespective of whether subsequent use is 
made of the data.”43 In Digital Rights Ireland Ltd v. Minister for Communica-
tions, the Grand Chamber of the Court of Justice of the European Union 
similarly held that the retention of communications data “for the purpose of 
possible access to them by the competent national authorities” constituted 
a “particularly serious interference” with the right to respect for private and 
family life, home, and communications under Article 7 of the EU Charter of 
Fundamental Rights.44

For these reasons, the Principles make clear that “Communications  
Surveillance” includes not only the actual reading of private communications by 
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another human being, but also the full range of monitoring, interception, col-
lection, analysis, use, preservation and retention of, interference with, or access 
to information that includes, reflects, or arises from a person’s communications 
in the past, present, or future. Any suggestion by governments that automated 
collection or monitoring is not surveillance is, therefore, plainly at odds with the 
requirements of international human rights law. Nor should states be able to 
bypass privacy protections by reference to such arbitrary definitions.

PRINCIPLE BY PRINCIPLE 
ExPLANATION
The Principles are firmly rooted in well-established human rights law. In par-
ticular, they draw on the rights to privacy, freedom of opinion and expression, 
and freedom of association as guaranteed in the Universal Declaration of 
Human Rights (UDHR), the International Covenant on Civil and Politi-
cal Rights (ICCPR), the European Convention on Human Rights (ECHR), 
the European Charter on Fundamental Rights (EU Charter), and the In-
ter-American Convention on Human Rights (IACHR).45

While each of these rights is formulated in slightly different ways,46 the struc-
ture of each article is usually divided into two parts. The first paragraph sets 
out the core of the right, while the second paragraph sets out the circum-
stances in which that right may be restricted or limited. Typically, the second 
paragraph provides that any restriction on the core right must comply with 
the following requirements:

paragraph; and

been held to include requirements of adequacy and proportionality.

Th is “permissible limitations” test has been applied equally to the rights 

to 
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privacy, freedom of expression, and freedom of association.47 We explore the 
legal underpinning of each of these requirements in more detail under the 
heading of each corresponding Principle further below (Principles 1 to 5). 
We do so with reference to the specific context of surveillance where appro-
priate. We then explain our thinking and the legal basis behind the adoption 
of the remaining Principles (Principles 6 to 13). While we address them sep-
arately, the Principles expressly note that they are holistic and self-referential, 
meaning that each principle and the preamble should be read and interpreted 
as one part of a larger framework. 

PRINCIPLE 1: LEgALITY

general Principles
The principle of legality is a fundamental aspect of all international human 
rights instruments and indeed the rule of law in general. It is a basic guarantee 
against the state’s arbitrary exercise of its powers. For this reason, any restriction 
on human rights must be “provided” or “prescribed” by law.48

Under the ICCPR, the principle of legality is closely associated with the 
concept of “arbitrary interference.” For instance, Article 17 stipulates that  
“[n]o one shall be subjected to arbitrary or unlawful interference with his privacy, 
family, or correspondence.” The Human Rights Committee has interpreted “ar-
bitrary interference” as follows:49

The expression “arbitrary interference” is also relevant to the protec-
tion of the right provided for in Article 17. In the Committee’s view 
the expression “arbitrary interference” can also extend to interfer-
ence provided for under the law. The introduction of the concept of 
arbitrariness is intended to guarantee that even interference provid-
ed for by law should be in accordance with the provisions, aims, and 
objectives of the Covenant and should be, in any event, reasonable 
in the particular circumstances.

In addition, the meaning of “law” implies certain minimum qualitative re-
quirements of clarity, accessibility, and predictability. In particular, the  
Human Rights Committee has elaborated on the meaning of “law” for the 
purposes of Article 19 ICCPR (freedoms of opinion and expression) as follows:50
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25. For the purposes of paragraph 3, a norm, to be characterized as a
“law,” must be formulated with sufficient precision to enable an indi-
vidual to regulate his or her conduct accordingly and it must be made
accessible to the public. A law may not confer unfettered discretion
for the restriction of freedom of expression on those charged with its
execution. Laws must provide sufficient guidance to those charged
with their execution to enable them to ascertain what sorts of expres-
sion are properly restricted and what sorts are not.

The European Court of Human Rights has followed a similar approach in its 
jurisprudence. In particular, it has held that the expression “prescribed by law” 
implies the following requirements:51

Firstly, the law must be adequately accessible: the citizen must be 
able to have an indication that is adequate in the circumstances of 
the legal rules applicable to a given case. Secondly, a norm cannot be 
regarded as a “law” unless it is formulated with sufficient precision 
to enable the citizen to regulate his conduct; he must be able—if 
need be with appropriate advice—to foresee, to a degree that is 
reasonable in the circumstances, the consequences which a given 
action may entail.

The same requirements apply in respect to the right to privacy under Article 
17 ICCPR and Article 8 ECHR.52 In particular, the European Court of Hu-
man Rights has clarified in the context of surveillance:53

[T]he law must be sufficiently clear in its terms to give citizens an
adequate indication as to the circumstances in which and the con-
ditions on which public authorities are empowered to resort to this
secret and potentially dangerous interference with the right to re-
spect for private life and correspondence.

The European Court went on to explain:54

[I]t would be contrary to the rule of law for the legal discretion
granted to the executive to be expressed in terms of an unfettered
power. Consequently, the law must indicate the scope of any such
discretion conferred on the competent authorities and the manner
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of its exercise with sufficient clarity, having regard to the legitimate 
aim of the measure in question, to give the individual adequate pro-
tection against arbitrary interference.

In other words, secret rules or secret guidelines or interpretations of the rules 
do not have the quality of “law.”55A law that is not public is not law, for it 
is an essential component of the rule of law that the laws must be known 
and accessible to all. Similarly, laws or rules that are couched in terms of an 
unfettered power granted to the authorities fall afoul of the requirements of 
“law.”  The scope and manner of exercise of any discretion must therefore be 
indicated in the law itself or in published guidelines with “reasonable clarity,” 
so that individuals can reasonably foresee how the law will be applied in prac-
tice. This all the more important given the inherent risks of arbitrariness in 
the exercise of power in secret.56

In the context of surveillance, this means that merely passing a law author-
ising mass surveillance at the national level does not make the surveillance 
“lawful” if that law fails to meet certain basic requirements of clarity and ac-
cessibility in the first place.

Minimum safeguards in the context of communication 
surveillance
The above requirements of clarity, accessibility, and precision take on a spe-
cial meaning in the context of communication surveillance. This is because 
of the distinctive threat to the very essence of democracy posed by secret 
surveillance, as the European Court of Human Rights recognised as early 
as 1978.57  The Court found that the “mere existence” of legislation that al-
lowed a system to secretly monitor communications gave rise to a “menace of 
surveillance” that amounted to an interference with the privacy of all those 
to whom the legislation may have been applied.58 In view of these risks, the 
Court concluded that there must be adequate and effective guarantees against 
abuse laid down in law, and more specifically in statute.59

In particular, the European Court of Human Rights has identified the fol-
lowing minimum safeguards a surveillance law must meet in order to be com-
patible with Article 8 ECHR:60
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ordered must be spelled out in a clear and precise manner;

subjected to surveillance;

and storage of the data obtained through surveillance;

-
cating data to third parties;

-
lance data to prevent surveillance from remaining hidden after the 
fact;

-
ers must be independent and responsible to, and be appointed by, 
Parliament rather than the Executive.

The same approach has been followed at the UN and Inter-American level. 
Specifically, the UN and OAS Special Rapporteurs on freedom of expres-
sion recently issued a Joint Declaration on surveillance programs in which 
they said:61

[S]tates must guarantee that the interception, collection and use of
personal information, including all limitations on the right of the
affected person to access this information, be clearly authorized by
law in order to protect them from arbitrary or abusive interference
with their private interests. The law must establish limits with re-
gard to the nature, scope and duration of these types of measures;
the reasons for ordering them; the authorities with power to au-
thorize, execute and monitor them; and the legal mechanisms by
which they may be challenged.

Given the importance of the exercise of these rights for a democratic 
system, the law must authorize access to communications and per-
sonal information only under the most exceptional circumstances 
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defined by legislation. When national security is invoked as a reason 
for the surveillance of correspondence and personal information, the 
law must clearly specify the criteria to be used for determining the 
cases in which such surveillance is legitimate. Its application shall 
be authorized only in the event of a clear risk to protected interests 
and when the damage that may result would be greater than society’s 
general interest in maintaining the right to privacy and the free cir-
culation of ideas and information. The collection of this information 
shall be monitored by an independent oversight body and governed 
by sufficient due process guarantees and judicial oversight, within the 
limitations permissible in a democratic society.

Their views also reflect the recommendations of the UN Special Rappor-
teur on the Promotion and Protection of Human Rights and Fundamental 
Freedoms While Countering Terrorism, Martin Scheinin, who said in his 
2009 report:62

62. Strong independent oversight mandates must be established to
review policies and practices, in order to ensure that there is strong
oversight of the use of intrusive surveillance techniques and the
processing of personal information. Therefore there must be no se-
cret surveillance system that is not under review of an independent
oversight body and all interferences must be authorised through an
independent body.

We return to the need for strong independent oversight in relation to Princi-
ples 6, 7, 9, and 10 further below.

PRINCIPLE 2: LEgITIMATE AIM

Under international human rights law, any restriction on the rights to privacy, 
freedom of expression, and freedom of association must pursue at least one of 
the “legitimate aims,” which are often exhaustively listed in the corresponding 
article at issue. These aims are extremely broadly phrased and include public 
safety, prevention of crime, protection of morals and of the rights of others, 
and national security.63 Under Article 8 ECHR, this also includes “the eco-
nomic well-being of the country.” While Article 17 ICCPR does not explicitly 
stipulate that any restriction on the right to privacy must be necessary for a 
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specified purpose, both the UN Special Rapporteur on Counter-Terrorism 
and the UN Special Rapporteur on Freedom of Expression have held that 
the “permissible limitations” test under Article 19 among other articles of the 
ICCPR, was equally applicable to Article 17 ICCPR.64

Under European human rights law, states rarely encounter any difficulty in 
demonstrating that the restriction at issue pursues a legitimate aim. This is 
mainly because the Court tends to focus its analysis on the legislative frame-
work for the exercise of surveillance powers rather than on a specific surveil-
lance measure used in a particular case. It is also generally accepted by the Court 
that surveillance powers are necessary for the purposes of national security and 
law enforcement.65 The need for surveillance measures to be more specifically 
“targeted” is an aspect that is more closely tied the question of the proportion-
ality of the measure but, in practice, is rarely examined by the Court.66

By contrast, the UN Special Rapporteur on Freedom of Expression, Frank 
LaRue, expressed his concern in a recent report that “vague and unspecified” 
notions of “national security” in particular had been unduly used to justify 
interception and access to communications without adequate safeguards.67 
The Special Rapporteur went on to conclude:

60. The use of an amorphous concept of national security to justify
invasive limitations on the enjoyment of human rights is of seri-
ous concern. The concept is broadly defined and is thus vulnerable
to manipulation by the State as a means of justifying actions that
target vulnerable groups such as human rights defenders, journal-
ists, or activists. It also acts to warrant often-unnecessary secrecy
around investigations or law enforcement activities, undermining
the principles of transparency and accountability.68

Mindful of the potential for abuse inherent in such overly broad concepts, 
the Principles have sought to adopt a more stringent standard as to what 
constitutes a “legitimate aim” in relation to mass surveillance. For this rea-
son, the “pressing and substantial objective” test applied in Canada and the 
“compelling government interest” test used in the United States were also dis-
carded as being insufficiently rigorous.69 Instead, the Principles reflect a high-
er standard imposed in Germany. In particular, the German 
Constitutional 
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Court has ruled that deeply intrusive measures such as a search of a computer 
by law enforcement agencies cannot be justified merely by reference to some 
vaguely defined general interest. The German Constitutional Court held that 
such a measure had to be justified on the basis of evidence that there is “a 
concrete threat to an important legally-protected interest,” such as a threat to 
the “life, limb or liberty of a person” or to “public goods, the endangering of 
which threatens the very bases or existence of the state, or the fundamental 
prerequisites of human existence.”70

Additionally, the Principles expressly prohibit discrimination in laws, includ-
ing discrimination based on national or social origin, birth, or other status. 
This is, of course, a standard provision in international human rights law.71 
Here it, along with the extraterritorial application of the law discussed above, 
ensures that the protections of law reach all persons subject to surveillance 
regardless of their location or citizenship.

PRINCIPLES 3, 4, 5:  
NECESSITY, ADEQUACY, & PROPORTIONALITY

The principle that any interference with a qualified right such as the right 
to privacy or freedom of expression must be “necessary in a democratic so-
ciety” is one of the cornerstones of human rights law. In general, it means 
that a state must not only demonstrate that its interference with a person’s 
right meets a “pressing social need” but also that it is proportionate—or under 
Inter-American jurisprudence adequate72—to the legitimate aim pursued.73

In particular, the European Court of Human Rights has clarified that the 
term “necessary” is not synonymous with “indispensable.” Nor is it as flexi-
ble as the terms “admissible,” “ordinary,” “useful,” “reasonable,” or “desirable.”74 
Subject to the “margin of appreciation” doctrine, the European Court makes 
its assessment of the necessity and proportionality of a measure “in the light 
of all the circumstances.” Nonetheless, certain measures, such as powers of 
secret surveillance, are more closely scrutinised.75

The Human Rights Committee follows a similar approach. In particular, the 
Committee explained in its General Comment on Article 12 ICCPR (free-
dom of movement):76
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Article 12, paragraph 3, clearly indicates that it is not sufficient that 
the restrictions serve the permissible purposes; they must also be 
necessary to protect them. Restrictive measures must conform to 
the principle of proportionality; they must be appropriate to achieve 
their protective function; they must be the least intrusive instruments 
amongst those, which might achieve the desired result; and they must 
be proportionate to the interest to be protected. [Emphasis added].

The same principles apply to the interpretation of Article 19 ICCPR77 and 
Article 17 ICCPR.78

The Human Rights Committee also sometimes uses the word “appropriate” 
in its analysis. For instance, in relation to Article 19 ICCPR (freedom of ex-
pression), the Committee observed that restrictive measures “must be appro-
priate to achieve their protective function.”79

Similarly, as noted above, the Inter-American Court of Human Rights some-
times refers to the concept of “adequacy.” In particular, the Court has consid-
ered whether the measure at issue would be capable of contributing to the 
realization of the objective invoked for limiting the right at issue.80

Courts in several states have clarified that substantively, “adequacy” or “appro-
priateness” do not mean that the measures at issue have to be entirely success-
ful. Instead, they impose a requirement analogous to the Canadian concept of 
“rationally connected,” although “appropriateness” is applied more rigorously. 
The measure must not just have some logical link to its intended objective, 
but should also be “effective” at achieving it. A measure which is inherently 
incapable of achieving the stated objective, or which is demonstrably grossly 
ineffective in achieving it, cannot ever be said to be “appropriate,” “necessary,” 
or “proportionate.”

This requirement of proportionality is particularly important in the context of 
mass surveillance, which is based on the indiscriminate collection and retention 
of communications and metadata without any form of targeting or reasonable 
suspicion. In S and Marper, for example, the Grand Chamber of the European 
Court of Human Rights held that the “blanket and indiscriminate” retention 
of DNA data amounted to a “disproportionate interference” with the 
private 
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lives of those persons from which the data had been taken. The Grand Cham-
ber placed particular weight on the fact that the material was “retained indef-
initely whatever the nature or seriousness of the offence of which the person 
was suspected.”81 In another case involving the use of search powers, the Grand 
Chamber found the absence of any requirement on the police to have “reasona-
ble suspicion” that the person being searched was involved in criminality meant 
that the search power lacked “adequate legal safeguards against abuse” (paras. 
86-87).82 Most recently in its decision in Digital Rights Ireland Ltd,83 the Grand
Chamber of the Court of Justice of the European Union held that, although the
retention of communications data under the Directive was for the legitimate
aim of combating “serious crime,” the blanket nature of the obligation entailed
“an interference with the fundamental rights of practically the entire European
population,”84 including “persons for whom there is no evidence capable of sug-
gesting that their conduct might have a link, even an indirect or remote one,
with serious crime.”85

By its very nature, mass surveillance does not involve any form of targeting 
or selection, let alone any requirement on the authorities to show reasona-
ble suspicion or probable cause. Accordingly, mass surveillance is inevitably 
disproportionate as a matter of simple definition.86 The Principles reflect the 
above international standards under the headings “necessity,” “adequacy,” and 
“proportionality.”

As to targeted surveillance, the Principles discuss factors that must be estab-
lished to a competent judicial authority prior to surveillance. The factors re-
quire careful limitations on the information accessed, as well as limits on use 
and retention. Importantly, as discussed further below, this provision requires 
the role of a Competent Judicial Authority. 
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PRINCIPLES 6, 7:  
COMPETENT JUDICIAL AUThORITY & 
DUE PROCESS

Surveillance and prior judicial authorisation
As noted above, the Principles require that all decisions relating to Com-
munications Surveillance be made by a competent judicial authority acting  
independently of the government and in accordance with due process of law. 
This reflects the core requirement of international human rights law that the 
use of lawful surveillance powers by public officials must not only be necessary 
and proportionate but also be attended by independently monitored strict safe-
guards against abuse.87 As the European Court of Human Rights held in its 
1979 decision in Klass v. Germany:88

The rule of law implies, inter alia, that an interference by the exec-
utive authorities with an individual’s rights should be subject to an 
effective control which should normally be assured by the judiciary, 
at least in the last resort, judicial control offering the best guaran-
tees of independence, impartiality and a proper procedure.

Although the Court in Klass agreed that “it is in principle desirable to entrust 
supervisory control to a judge,” it did not go so far as to hold that prior judi-
cial authorisation was required in every case so long as the relevant author-
ising body was “sufficiently independent” of “the authorities carrying out the 
surveillance” to “give an objective ruling” and was also vested “with sufficient 
powers and competence to exercise an effective and continuous control.”89 In 
subsequent cases, however, the Court has made clear the desirability of ju-
dicial authorisation for the use of lawful surveillance. In a case in 1999, for 
instance, the Court stated that:

It is, to say the least, astonishing that [the] task [of authorising in-
terceptions] should be assigned to an official of the Post Office’s 
legal department, who is a member of the executive, without super-
vision by an independent judge, especially in this sensitive area of 
the confidential relations between a lawyer and his clients, which 
directly concern the rights of the defence.90
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The Principles, however, reflect the view that prior judicial authorisation of 
surveillance powers is not merely desirable but essential. This is because nei-
ther of the other two branches of government is capable of providing the nec-
essary degree of independence and objectivity to prevent the abuse of surveil-
lance powers. The Court’s view in Klass—that oversight by a parliamentary 
body might be sufficiently independent—no longer seems tenable, particu-
larly in the wake of the 9/11 attacks in which legislators have shown them-
selves all too willing to sacrifice individual rights in the name of promoting 
security. In the case of the executive branch, the dangers are even more acute. 
In the UK, for instance, the same government ministers who are responsible 
for the activities of the intelligence services are also responsible for authoris-
ing interception warrants, and do so on the advice of those agencies—hardly 
a credible safeguard against abuse.

In addition, in August 2012, the South Korean Constitutional Court reject-
ed the collection of individuals’ subscriber data in the absence of prior judicial 
authorization on the basis that this amounted to “treating them as potential 
criminals.”91 This was followed by the Korean National Human Rights Com-
mission, which decided in April 2014 that the lack of any requirement for 
prior judicial authorization for access to the collected data by police violates 
international human rights.92 Also notable, among its recent recommenda-
tions relating to NSA surveillance, the UN Human Rights Committee rec-
ommended that the US government should provide “for judicial involvement 
in [the] authorization or monitoring of surveillance measures.93 For these 
reasons, the Principles endorse the view that only a judge offers the suffi-
cient guarantees of independence and impartiality to ensure that surveillance 
powers are exercised in a manner, which is both necessary and proportionate.

In practice, however, merely having a judge take surveillance decisions is not 
enough to protect fundamental rights. The Principles also make clear the im-
portance of having judges who are conversant with both the relevant tech-
nologies and human rights principles so that they properly understand the 
nature of each surveillance request, and are able to assess its likely impact on 
individual privacy. Similarly, authorising judges must have sufficient resourc-
es to carry out the functions assigned to them, including continuing oversight 
of all surveillance activities, which have been authorised.
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One of the key defects of existing models of prior judicial authorization 
is the fact that applications for surveillance are inevitably made ex parte 
without notice.94 In practical terms, very few applications are refused and 
a major factor is undoubtedly the lack of any kind of adversarial challenge, 
because the interests of the person who is the proposed subject of surveil-
lance are not effectively represented. In some jurisdictions, however, various 
mechanisms have been adopted in order to try and introduce an adversarial 
element into proceedings. One such example is the Queensland Public In-
terest Monitor, in which a lawyer is automatically appointed to represent 
the interests of the person affected whenever an application is made for 
surveillance.95 Other instances might involve the appointment of a special 
advocate (as used in public interest immunity proceedings in the UK and 
elsewhere) in order to represent the interests of the person who is unaware 
of the application.96 These models are far from perfect, but they represent 
good faith attempts to square the circle in relation to effectively challenging 
covert surveillance decisions.

The other relevant principle in this context is that of Due Process, i.e. sur-
veillance decisions must not only be made in accordance with the law, but 
in a manner compatible with the fundamental rights of the affected individ-
ual.97 Prior judicial authorisation is an important safeguard in this respect, 
but many countries provide that surveillance powers may sometimes be used 
without judicial authorisation in times of emergency. The Principles there-
fore require that retroactive authorisation must be sought within a reasonably 
practicable time period, in order to prevent the abuse of emergency powers. 
They also require post-notification of surveillance decisions (see User Noti-
fication below) so that individuals will have the opportunity to challenge the 
legality, necessity, and proportionality of any surveillance decision affecting 
them. In the absence of an effective adversarial procedure for the authorisa-
tion of surveillance, states should also consider the introduction of suitable 
internal mechanisms to enable ex parte applications for surveillance to be 
properly challenged prior to authorisation being granted.98

Data sharing, judicial supervision, and prior authorization
Among the many problems caused by the mass collection and retention of 
private communications data is the lack of adequate controls on the onward 
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sharing of such data by different government agencies as well as between  
different governments, as discussed above. A recent example is the way 
in which NSA data—supposedly gathered for the purpose of countering 
threats to national security—has instead been used for drug enforcement, 
regular law enforcement, and tax investigation purposes.99 Indeed, these 
problems can arise even within different departments of the same agency, 
for example, the sharing of data between Canada’s general compliance tax 
revenue branch and its criminal investigations wing—divisions that oper-
ate under very different legal restrictions reflecting the different standards, 
which are applicable in civil and criminal proceedings.

This problem of unrestricted data-sharing must be addressed, not only by 
appropriate data protection measures but also, where appropriate by way of 
judicial supervision of search warrants to enable the court to assess wheth-
er it is necessary and proportionate for the information sought to be shared 
with other public bodies.   This is directly addressed in the proportionality 
principle as well.

PRINCIPLE 8: USER-NOTIFICATION & ThE RIghT 
TO AN EFFECTIVE REMEDY

Under international human rights law, the principles of user-no-
tification and transparency are best understood not only under 
the right to privacy but also as part of the right to an effective 
remedy and to a fair trial.100 For it is fundamental to any ef-
fective system of justice that where there is a right, there must 
be a remedy (ubi jus ibiremedium).101 It is impossible, however, 
for a person to effectively challenge a government’s interference 
with his or her privacy without knowing whether he or she has 
been a victim in the first place. More generally, the absence of 
transparency concerning the operation of laws governing cov-
ert surveillance can prevent meaningful democratic scrutiny of 
those laws, effectively leaving intelligence agencies as lawmakers 
unto themselves.

Unfortunately, although European law requires user notification in the context 
of data protection in general,102 the European Court of Human Rights has so 
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far failed to find that user-notification is a necessary requirement in cases in-
volving covert surveillance.103 Indeed, in the 1979 case of Klass v. Germany, the 
Court acknowledged that the lack of any post-notification requirement means 
that surveillance decisions are effectively non-justiciable as far as the person 
affected is concerned:

[T]he very nature and logic of secret surveillance dictate that
not only the surveillance itself but also the accompanying review
should be effected without the individual’s knowledge. Conse-
quently, since the individual will necessarily be prevented from
seeking an effective remedy of his own accord or from taking a
direct part in any review proceedings, it is essential that the proce-
dures established should themselves provide adequate and equiva-
lent guarantees safeguarding the individual’s rights.

In a subsequent case in 2007, the Court suggested that “as soon as no-
tification can be made without jeopardising the purpose of the surveil-
lance after its termination, information should be provided to the persons 
concerned,”104 but stopped short of finding that notification was a neces-
sary requirement of surveillance laws in general. In the 35 years since the 
Court’s decision in Klass, however, it has become clear that there are no 
“adequate and equivalent safeguards” to effective user notification. In the 
UK, for example, the overwhelming majority of surveillance decisions un-
der the Regulation of Investigatory Powers Act have been made without 
either prior judicial authorisation or effective judicial oversight on an ex 
post facto basis.105 As a consequence of the Court’s  reasoning in Klass,  
many surveillance decisions have escaped both public scrutiny and effec-
tive judicial oversight.

The flawed approach taken by the European Court of Human Rights 
in Klass is, moreover, plainly at odds with the experience of those juris-
dictions in which post-surveillance user notification requirements have 
operated for many years. In Canada, for example, the law limits the time 
of wiretapping surveillance and imposes an obligation to notify the per-
son under surveillance within 90 days of the end of the surveillance, ex-
tendable to a maximum of three years at a time.106 For this reason, the 
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Principles stress the need for notification at the earliest possible opportu-
nity, setting out an exhaustive list of circumstances which may justify de-
lay—only when notification would seriously jeopardize the purpose for 
the surveillance or an imminent risk of danger to human life. They also 
require any delay to be determined by a Competent Judicial Authority, 
implying that sometimes notification may need to occur even before a risk 
to the purpose for which the surveillance was authorized is deemed to be 
“lifted.”107 This is done because investigations will often stretch indefi-
nitely without any ongoing legitimacy. In fact, some wiretapping statutes 
expressly recognize this.

In practice, any system of user notification will inevitably be vulnerable to 
ex parte applications by government agencies to delay or prevent notifica-
tion in particular cases. The nature of such applications means that the 
courts will be asked to determine the need for secrecy based on one-sided 
information presented by the authorities. In order for the principle of user 
notification to work effectively, therefore, it is incumbent upon legislatures 
to devise mechanisms to open up surveillance decisions to adversarial chal-
lenge as much as possible as discussed in the section on prior judicial au-
thorisation above.

Finally, it is important to bear in mind that user notification and transpar-
ency serve different interests: the former is concerned with the provision of 
sufficient information about a surveillance decision to enable the affected 
individual to effectively challenge it or seek remedies; the latter is aimed at 
ensuring that the general public has sufficient information to assess wheth-
er the laws governing surveillance are working effectively, including whether 
there are sufficient safeguards for an individual’s right to privacy. This is 
discussed in the following section.

The user notification principle thus requires notification with time to ena-
ble a challenge and only authorizes delay in narrow circumstances author-
ized by a Competent Judicial Authority, to ensure that delay is justified and 
no lengthier than strictly necessary to protect an investigation or to protect 
against a risk to human life.
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PRINCIPLES 9, 10:  
TRANSPARENCY & PUBLIC OVERSIghT

The principle of public oversight is closely related to, but distinct from, the 
question of remedies in individual cases; it relates to the importance of trans-
parency to democracy in general. In a democracy, members of the public par-
ticipate in the making of laws via their elected representatives. It is therefore 
essential that they have sufficient information as to how those laws are work-
ing in order to make informed decisions, whether at the ballot box or when 
deliberating with others over matters of public policy.108 It is also essential in 
a democracy that public officials who have been entrusted with the power to 
conduct surveillance are subject to effective oversight, in order to ensure that 
those powers are being used lawfully rather than arbitrarily, and that they 
remain accountable to the public at large.109

The need to ensure democratic transparency is all the more important in cir-
cumstances where, for operational reasons, aspects of the system remain secret 
and are not subject to normal judicial oversight. As the European Court of Hu-
man Rights held in Klass, “powers of secret surveillance of citizens, character-
ising as they do the police state, are tolerable under the Convention only in so 
far as strictly necessary for safeguarding the democratic institutions.”110 This 
gives rise to two core requirements: first, any system of laws governing surveil-
lance must not only place firm restrictions on any discretion enjoyed by public 
officials, but the relevant law must also be “sufficiently clear in its terms to give 
citizens an adequate indication as to the circumstances in which and the con-
ditions on which public authorities are empowered to resort to this secret and 
potentially dangerous interference with the right to respect for private life and 
correspondence.”111 Second, the laws must also provide sufficient safeguards to 
avoid the risk of abuse of power or arbitrariness.112

As the UN Human Rights Committee has also noted, it is important that the 
state does not just provide paper safeguards, but actually carries out ongoing 
checks to see if these safeguards work in practice. The manifest failure of such 
oversight in the US, the UK, and elsewhere, is one of the most salient features 
of the fallout from the Snowden revelations.113 The reminder of the importance 
of properly functioning monitoring and oversight bodies by the Human Rights 
Committee is therefore important, and rightly reflected in the Principles.114
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Public oversight also requires governments to release sufficient, clear, and 
precise information to the public to allow for a serious assessment of the ne-
cessity and proportionality of the use of surveillance powers in practice.115 
Opaque, meaningless statistics cannot serve this purpose. While some oper-
ational matters may have to remain secret, this should never, in a democratic 
society, lead to the unaccountable use of surveillance powers, outside public, 
democratic scrutiny.

Thus, the Principles contain relatively detailed requirements and require 
independent oversight. They also expressly forbid interference with service 
providers who seek to publish information as part of their own transpar-
ency efforts.

PRINCIPLE 11:  
INTEgRITY OF COMMUNICATIONS & SYSTEMS

The right to privacy entails the right of persons to construct means of com-
municating with one another in a way that is secure from outside intrusion. 
The duty of governments to respect the privacy of communications also 
imposes a corresponding obligation on those governments to respect the 
integrity of any and all systems used to transmit private communications. 
Yet one of the most significant revelations this year has been the extent to 
which the NSA, the GCHQ, and others have apparently worked to under-
mine the global communications infrastructure, whether by obtaining private 
encryption keys for commercial services, installing backdoors into security 
tools, or undermining key cryptographic standards relied upon by millions 
around the world.116  In April 2013, the UN Special Rapporteur on Freedom 
of Expression noted, “the security and anonymity of communications are also 
undermined by laws that limit the use of privacy-enhancing tools that can 
be used to protect communications, such as encryption.”117 Accordingly, he 
recommended that:

Individuals should be free to use whatever technology they choose 
to secure their communications. States should not interfere with 
the use of encryption technologies, nor compel the provision of en-
cryption keys.
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In this way, Principle 11 reflects the basic requirement that any interference 
with the privacy of communications must not only be lawful but also propor-
tionate. Just as it would be unreasonable for governments to insist that all resi-
dents of houses should leave their doors unlocked just in case the police need to 
search a particular property, or to require all persons to install surveillance cam-
eras in their houses on the basis that it might be useful to future prosecutions, 
it is equally disproportionate for governments to interfere with the integrity of 
everyone’s communications in order to facilitate its investigations or to require 
the identification of users as a precondition for service provision or the reten-
tion of all customer data.118 Notably, in its observations on the Fourth Periodic 
Report on the United States conducted as part of its Universal Period Review, 
the problems inherent in data retention regimes were recently recognized by 
the Human Rights Committee that the United States should, amongst other 
things, “refrain from imposing mandatory retention of data by third parties.”119 
In this way, the inherent assumption behind such interference—that all com-
munications are potentially criminal—runs contrary to the presumption of in-
nocence, a core requirement of international human rights law.120

PRINCIPLE 12:  
SAFEgUARDS FOR INTERNATIONAL 
COOPERATION

With increasing frequency, state surveillance activities of communications span 
territorial boundaries. In addition to the collaborative globe-spanning surveil-
lance of communications networks conducted by many foreign intelligence 
agencies and discussed in more detail above, broader cooperation between gov-
ernments also includes more formalised cooperation between law enforcement 
agencies, including through Mutual Legal Assistance Treaties (MLATs).

One particular area of concern is the unsanctioned practice of states “pulling” 
data from servers in other countries, without the consent or knowledge of 
those governments. It appears from the Snowden revelations, for instance, 
that the US authorities may require US-based companies to produce such 
data from servers they own or operate in other countries and can also direct 
such companies to not inform either the authorities in the countries from 
which they pull the data, the entities whose data they are handing over, or 
indeed the data subjects, of such compulsory data disclosures.
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One particular area of concern is the unsanctioned practice of states “pulling” 
data from servers in other countries, without the consent or knowledge of 
those governments. It appears from the Snowden revelations, for instance, 
that the US authorities may require US-based companies to produce such 
data from servers they own or operate in other countries and can also direct 
such companies to not inform either the authorities in the countries from 
which they pull the data, the entities whose data they are handing over, or 
indeed the data subjects, of such compulsory data disclosures.

Not only do such practices plainly breach the requirements of domestic data 
protection legislation of the countries from which data is pulled, but they 
also violate the fundamental principle of international law that a state “cannot 
take measures on the territory of another state by way of enforcement of 
national laws without the consent of the latter.”121 As the International Law 
Commission said:122

With regard to the jurisdiction to enforce, a State may not enforce 
its criminal law, that is, investigate crimes or arrest suspects, in the 
territory of another State without that other State’s consent. [Em-
phasis added].

The proper channel for international cooperation in such matters is by way 
of Mutual Legal Assistance Treaties (MLATs). In this context, a provision 
in the Council of Europe Cybercrime Convention suggests that transnational 
data collection by law enforcement agencies might be possible with the con-
sent, not of the target state, but with “the lawful and voluntary consent of the 
person who has the lawful authority to disclose the data to [the requesting 
LEA]” (Art. 32(b)) is highly contentious. At the very recent Octopus Confer-
ence on Cooperation against Cybercrime (Strasbourg, 4-6 December 2013), it 
was agreed to explore drafting a new protocol to either the Cybercrime Con-
vention or the Council of Europe Data Protection Convention (or an entirely 
new, separate treaty) to address this issue.123 This confirms that transnational 
access to data, and the “pulling” of data from other countries without the con-
sent of such other countries, is still seen as clearly contrary to public inter- 
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national law and that the contentious Cybercrime Convention article, by itself, 
does not express such consent.

PRINCIPLE 13:  
SAFEgUARDS AgAINST ILLEgITIMATE ACCESS

The final principle draws upon a range of international standards concerning 
the protection of privacy rights. First, the duty of governments to deter un-
lawful surveillance by way of criminal and civil sanctions reflects the require-
ments of international human rights law to protect individuals from breaches 
of their privacy, not only by the state but also by private individuals.124 Sec-
ond, the need for avenues of redress likewise reflects international standards 
concerning the right to an effective remedy for violations of human rights.125

Third, the need to provide effective protection for whistleblowers flows from 
several international instruments, including Article 19 ICCPR and the UN 
Convention against Corruption (2005).126 Several UN experts have empha-
sized the importance of whistleblowers in revealing wrongdoing by public 
authorities as well as human rights violations. In particular, the UN Special 
Rapporteur on Freedom of Opinion and Expression has underscored numer-
ous times that whistleblowing is an important aspect of the right to freedom 
of expression.127 More specifically, the UN Special Rapporteur on the Pro-
motion and Protection of Human Rights and Fundamental Freedoms While 
Countering Terrorism has stated that whistleblowers are crucial to “break il-
legitimate rings of secrecy” inside those intelligence and security agencies that 
are committing human rights violations, and that in these cases, the public 
interest in disclosure outweighs the public interest in non-disclosure.128 He 
has further stated that whistleblowers should be protected from legal repris-
als and disciplinary actions when disclosing unauthorised information and 
mechanisms for their protection is necessary.129 Several Principles, including 
the Johannesburg Principles on National Security, Freedom of Expression and 
Access to Information,130 and the Tshwane Principles on National Security and 
the Right to Information131 further elaborate on the kinds of remedies and pro-
tections that whistleblowers should be afforded.132

Fourth, the requirement to make evidence inadmissible where it was ob-
tained in a manner inconsistent with the Principles underlines the need to 
en-
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sure that all government agencies act in accordance with fundamental rights, 
which is in turn a core requirement of the Rule of Law. In some countries, the  
exclusionary rule against the use of evidence illegally obtained is absolute; re-
flecting a fundamental constitutional principle, see, e.g., the “fruit of the poi-
sonous tree” doctrine under US law.133 In other jurisdictions, the rule is not 
necessarily absolute in nature134 but the unlawful means by which the evidence 
was obtained is always an important factor for the courts to take into account 
when determining whether the individual has received a fair hearing.135

Fifth and last, the need to destroy or return material obtained as a result of 
surveillance reflects well-established data protection laws across a wide range 
of jurisdictions.
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